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PRINCIPLES OF WORK SAMPLE TESTING: II. EVALUATION OF PERSONNEL TESTING

PRGRAMS

BRIEF

Personnel testing should be as objective as possible. Objectivity
in measurement occurs under two conditions: if the scale does not
depend on who has been measured with it, and if the measures do not
depend on the specific scale used. If the stimulus-response content
ot the test permits verifiable responses, if the format iiposes no con-
straints on the responses, and if the responses are free fron distortion,
the principle of objectivity is approached.

There are aspects of the test, however, other than its stimulus-
response content. Scoring procedures which are defined without respect
to the content my be attached to it; inferences are often drawn going
far beyond the content. The more objectively attributes can be meas-
ured, the less reaching is needed to make appropriate inferences and,
therefore, the less elaborate the research needed to evaluate the measure-
ment.

Classical concepts of reliability and validity are reviewed. Cri-
terion-related validity is noted as concerned with inferences about
other variables rather than inferences about the measure used as a
predictor; criterion-related validity therefore does not evaluate the
measurement per se, although it evaluates hypotheses about predictor-
criterion relationships. Constuct validity it seen as the essence of
validity, and it is defined in term of the Proporti6n of total variance
explainable by the construct being measured. We essence of construct
validity research is disconfirmatory; that is, iU-is intended to con-
sider alternative interpretations of the imeanihri of scores which, if
supported, would disconfirm the originally proposed inferences.

Content validity is not really validity at all; it is an evalua-
tion of the procedures of test construction,-not of inferences drawn
from scores. In personnel testing, the test development procedure can
lead logically from definitions of a job content universe and doarin
to the definition of a relevant test content dcmain and establishment
of test specifications; if the test is constructed according to those
specifications, its job relevance is virtually assured. under certain
circumstances, the assurance of job relevance is all that is needed in
evaluating a personnel test.

Alternatives to classical psychcoetric theory are examined for
potential value in personnel testing, especially in work saiple testing.
Wbrk sample tests are seen as being, by definition, content-referenced
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tests. latent trait theory is examined for its inplications for
scaling personnel tests, and the inplications of generalizability
research are also considered.

It is concluded that too nuich attention is given to classical
concepts of validity and not enough to the more inmediately inportant
evaluations of job relatedness and of generalizability beyond the test-
ing situation.
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INTROD(J2TION

The preceding paper in this series surveyed psychological measure-

ment in general. It concluded with the idea that different kinds of

measurement of different kinds of variables, ad perhaps for different

purposes, demand a different emphasis in evaluation. This paper will

also be quite general, although with explicit references to the central

problem of work sample testing, as it describes inprtant considerations

in the evaluation of personnel testing progrants. This discussion assumes

that personnel testing is best understood as taking place in settings of

institutional control, even if actually done as field research, and that

it covers the gamut of variables and methods of measurement.

GENERAL CONSIDERATIONS IN 711E nALLUATION OF TESTING PRGRAMS

The emphasis is on the total evaluation of a total program; the eval-

uation of a testing program includes but should not be limited to valida-

tion. In some circumstances, conventional questions of validity may not

arise at all; where valid inferences from scores must be ascertained,

positive research results my be sufficient, but negative results leave

many unanswered cpestions. A total testing program consists of offering

a test under a standard circurstance as a stirmlus, obtaining and scoring

responses, and drawing inferences from the scores for the sake of making

personnel decisions. Only the latter directly uses classical validation

procedures.

THE TEST AS STIMULUS

The test content, instructions, administrative procedures, format,

and the situation in which the test is administered all contribute to a

stimulus complex which should be standardized; evaluation of a testing

program should inquire first into the details of its standardization.

Are ilstructions given according to clearly standard procedures? If so,



are they uniformly understood by all examinees before the test begins?

If there are time limits or other constraints on performance, are they

rigidly standard -ed and enforced, as they should be?

The principle basic to these and virtually all other questions in

ovaluation is straightforward: does a person's score on the test repre-

sent clearly the attribute being .masured, or do other attributes of the

person, the test, the procedure, or the setting in which the testing is

done have scue influence on the score? To the extent that irrelevant

attributes influence obtained scores, a testing program is in sore sense

deficient.

The second line of inquiry concerns the degree to which the content,

format, structure, and technique contribute to the objectivity of measure-

nent. The term objectivity has been indiscriminantly applied in psycholog-

ical measurement without much precision of maning; when people rerer to

objective tests, they frequently mean multiple-choice tests. It is true

that such tests my be objectively scored, but the measure becores less

than objective to the extent that the available options either constrain

or suggest the responses of the examinee.

The mst objective mepasurnt is mathematically formal and is best

illustrated by physical measurements. Two characteristics of such measure-

ment iwrke it genuinely objective: (a) the scale exists independently of

the objects used in developing it, and (b) the measurrrent is independent

of the particular instrument used for measurinq. In presenting these

requirements for objectivity, Wright said by way of illustration, "But

when a man says he is five feet eleven inches tall, do w' ask to see his

yardstick?" (Wright, 1968, p. 87).

By these standards, traditional psychological testing is never objec-

tive. The tmeasures (scores) depend on the particular sets of questions

asked and on the saiqle of people (objects) used in item analysis, and
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the meaning depenis on the sample used in establishing norms. By analogy,

however, some characteristics of objective neasurenent can be approximited

in even traditional psycho.mg ical testinq. In objective measurement of

the length of objects, for example, the measure can be verified, the instru-

ment imposes no constraints on the results of rmuasurment (save ini te

fineness of calibration), and the object itself cannot distort the measurnr-

ment. By analogy, since psychological measurement is based on responses,

a test is objective to the extent that its content Ipermits responses that

can be verified, and it places no constraints on the iature of the responses,

and that the responses are undistorted. 7he reference to the multiple-

choice format as "objective" suggests a further analogy in that the observer

who reads the yardstick or who scores the test should not be able to

distort the results.

The first contributi ln of the test as stimulus to objectivity is its

content. A test of arithmtic skill pr.mbiems can be far more objective

than a measure callinq for endorsements of staterent.s of belief, partly

because it is less ambiguous. In any content area, the objectivity of

measurement can be enhac red if the content dcmain to be sampled is clearly

defined and the procdures fot .sa rl inc clearly specified. Clarity in

defining the dormain and th,. pmucr ires fer .ar )iinq is insurance aqainst

ambiguity. Artiquity of c),itent m' diser +. -sponsos, jfd it wi stu-elv

lead to unreliable inferences frTom them.

In evaluatinq the test as stimuluLS, rn speeial constraints need to

be placed on the nature of the dcrian to be defined. It my be a perform-

ance domain, a domain of factual infor-imtion, or a domain of approaches

to measurement. For example, one my set out to construct a test of

problem-solving ability. Literally dozens of problem-solving tasks nray

be used. one miqht use block designs, small assemtly tasks, manipulatire

tasks, exercises in logical reasoning, and countless others. The domain

of problem-solvinq is not a very unified domain. If one wanted to sample

for the problerm-solving test al 1 possible kinds of problem-solving tasks,

L- -



thie result would be not only an incredibly long test but one that would

lack internal consistency -- an inportant evaluative consideration. The

doimin, therefore, might be defined specifically in terms of the use of

,naqrams. Within this domain, boundaries can be established and the

characteristic tasks available for sampling can be identified. One might

specify that the domain will oxnsist of seven-letter anagrams of from two

to five vowels. Other specifications can be added. With the domain

clearly defined, a test constructor can establish rules for sampling the

Icinuin. The rules may specify only procedures for sampling the content

donmin, or they niiy specify statistical rules for accepting items sampled.

ior example, if the test is to be used for conventional norrm-referenced

iterpretat ions, it may be specified that item difficulties are to be

within a givex range and that all itemn-total correlations must be above

sov, minimm, vilix'. The result of clear specifications of the test dcmain

71iould be clearer meaning o1 scores.

These points should not be over-emphasized in an evaluation. An

excellent testing program may be based on serendipitous findings using

haphazardly constructed tests. Nevertheless, the final overall evaluation

of the te:;tinq program is more likely to be favorable if the stimulus

properties of the program have been carefully constructed.

IIE ThST AS RESPONSE

The (Y)ntknt of a test, and therefore the content of the domain sampled,

is a stinnilu -response coritent. The test is not the printed instructions

or questions or assigned tasks; it is the cxmbination of instructions and

success in following them, qnestions and answers, or tasks and performance.

Objectivity of traditiorl measurement frm resIoXnses to stimuli, already

discussed, is i111Ltrated i-i Figure 1.

If the responsc! o-ptions for the ex:,minee ire wholly open-erned, the

testing content is u intyi in pait bv the 0t'rit .-nalysis of the responses

-4--
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and the resulting scoring categories. Most performance tests involve open-

ended responses. A work sample test, for example, consists of telling the

exaaniee to do scething. The actual responses (that is, the performance)

may be observed and classified, or the consequences of the response

kthat is, the product of the behavior) rray be evaluated along selected

dimensions. The measurement is, however, objective in format, if not in

scoring, because of the unrestricted opportunities for response. Objec-

tivity may suffer (because of the necessity to classify responses), however,

if the procedure permits observer or scorer characteristics to influence

ai obtained score intended to be a measure of an attribute of the examinee.

maximiru objectivity in measurement may require an optimal tradeoff

"-twte-' the distortion created by artificially restricting responses and

the distortion created by the unreliability or bias of observers' classi-

icat ion aud scoring procedures.

I I the form of the test is in a restricted response mode, such as

multiple-choice, the definition of the test dcmain should include possible

or plausible responses. It is a useful practice, and an indication of

great care, to beqlin the construction of a multiple-choice test by admin-

istering the items in open-ended form to a substantial sample of people.

The responses used to complete an item stem can be tallied, and a domain

of potential responses can be identified with rules for selecting the

correct and distracting options.

RerxTonz;es to test iten or tasks must yield scores if there is to be

any measuremnt. This is one of those underwhelming, obvious kinds of

statements that often seers to be overlooked. The point is that the

stinalus-rosponse content does not often include the score. In a multiple-

choice test, the traditional scorirnq is sinr-;i' a c ount of the numrber of

items ansperei corr-ctly, but this is a traditionil convenience, not

dictated by 'he cxntent doiin. fn other forms of c.maination, such as

work samples, the, sc)r ai, prc-ednro may have to N, invented. In either

case, the sLY.n- nq ;;r-'edar' n .d t, be bov' bath for classical

-- 6 -



reliability and for the possibility of contamination in the scores.

THE TEST AS INFERENCE

This heading includes the traditional concern for validity in the

evaluation of testing. The topic will be examined in more detail in a

subsequent section; it is sufficient here to indicate the possible variety

of inferences and the evaluative questions of validity they pose.

One form of inference, according to the APA Standards (APA, AFRA, and

NCME, 1974), is the inference of performance in a domain based on perform-

ance on the sample. Evaluation of this sort of inference has been based

on the ambiguous notion of content validity.

A different type of inference involves inferring performance on one

measure frcm performance on a different one. Evaluation of such infer-

ences is based on criterion-related validity.

In the third class of inferences, an individual's standing on some

underlying characteristic presumably measured by the test is inferred from

the score. Evaluation of such inferences is based on construct validity.

Different inferences are sought for different purposes, and therefore

the emphasis on evaluating the validity of inferences is likely to differ

in different testing situations. Nevertheless, it should be understood

that virtually all mental measurement involves to soye degree all three

kinds of inference. On the anagrams test of problem-solving discussed

earlier, to evaluate the inferences as valid, the evaluator must be willing

to infer that performance on that set of anagrams is a good indicator of

performance on any other set of anagrams from the same specified domain,
he must be willing to infer that performance on the anagrams task is

related to performance on something else of particular interest to the

evaluator, and he must be able to infer that the performance on the

-7-



anacqrams fits a network of relationships in which the soores can be inter-

preted in terms of problen-solvinq ability rather tijar in torms (,- sIm( other

characteristic such as verbal comprehension.

flE TFST AS A qrOL FOR DECISION

Most personnel testing is done to provide a basis for decisions, not

prinArily to measure an attribute. Evaluation of the test as a measuring

mnstrument is inortant to its evaluation as a decision tool, but the two

evaluations should not be confused. An excellent masure may be a poor

bXasis for decision; a poor neasure my nevertheless be the best decision

tool available.

Decisions are based on predictions, either literal or implied. In

personnel testinq, therefore, t1 e usual and pruiynr evaluation of a test-

ink; program lies in the magnitude of the. t)rrelation between scores on

the test and subsequent measures of the variable to be predicted. Even

in situations where it is either infeasible or iffnecessary to compute

such a correlation coefficient, the xitic of trying to maximize an

impolied predictive relationship remains the paramuunt basis for evaluating

decision tools.

A principal Lnjlication of that 10(4ic i_- the qeneral rule that cx-

plex pcrfonnance can be predicted bettcr with a set of predictors than

with any one test. In most practical personiel prieliction problems, a

test batter- will be devised, and scxw form )f crnmsite score will be

ccrputed for e.ch Person. In all disc-ussion of test scores that follow,

this composite score is as relevant as a soorf, on a sinqle test.

Multivariite prediction dloes not necessarily (-' uniformly imply a

conosite. The different variables :niqht bt: irrainqJ !n some sort of

sequence of decisions,. Vh,,re this procedure .q follol, one evaluates

the testing program, and an}, pirf i u kr te: (-x cqx site within it,



in the light of its position within the sequence. Its position in the

sequence becomes another aspect of the setting in which the test is given.

The decision to be made is not an automatic consequence of the pre-

diction. A cuttinq score may be set, above which individuals are selected

or certified (or whatever), and it my fiuctuatL from time to tine accord-

ing to changing standards or to supply and demand. Subjective considera-

tions may influence decisions independently of test scores. in some

settings, variables that may have influenced obtained test scores my be

considered by applying a mathematic correction or sore sort of subjective

fudge factor. Whether the decision is based solely on test scores, or

whether other considerations influence the decision, the decision itself

is the final step in the testinq process to be evaluated. According to

miodern decision theory, tie evaluation should be based on concepts of

utility and cost effoctiveness. A coxiarison of the costs of Type I inL:

Type II errors should Lx, made in evaluwitinq the utility of the decisions.

Although the loqic of prediction is almost always implied in any

personnel decision, the arithmetic of prediction my be superfluous. The

logical prediction frequently made, particularly when testina for a

particular skill, is that a hiqh-scorinn person will perform better by

using that skill if plaaed in a job or a traininq program that derinds

it. For exam)le, it is almst an unarchuable proposition that a person

who scores high on a test of typing skill will be able to handle the

typing assiqnrents of the ordinary office. There is neither any need to

compute a criterion-related correlation coefficient, nor is there much

desire for it, since the extraneous factors that might inhibit performnce

(such as imediate conflict with the surervisor) are of little interest

in the evaluation of the testing program. In tlese kinds of situations,

the test score is interpreted on its own terms. One who types more words

per minute is assumed to be able to type more words per minute than

someone else. The score is its own operational definition of a skill

that is prerequisite to successful performance on a job.

-9 -



If the conditions of performance on the job are substantially differ-

ent from the conditions of performance in the testing situation, a question

of generalizability arises. To use an absurd but descriptive example,

nldividual differences in a stzndardized typing test might have very little

relationship to individual differences in performing the same typing task

in a pitching rowboat.

The example is an extreme example of the problem of the generalizabil-

ity ot test scores. A permissible inference under one set of conditions

nuy not be permssible under a quite different set of conditions. A

n 1ur evaluation tor many decisionus is whether the generalizability of

:erfonance ii,. the test situation tc performance in the targeted condi-

tions is a reasonable assumption. If there are to be dramatic differences

in conditions, Uen erpirical verification of cgeneralizability yields

irmrtant inforrition.

The issue of fairness, which has been central in most discussions of

personnel testi-ng since the passage of the 1964 Civil Rights Act, should

b. understocx as a special case of generalizability. In the situation

where tests I-ur evaiuated with criterion-reLated correlation coefficients,

the issue is- ozie i f the qeneralizability of the regression equation; do

the constants cx"utvd for a ccmpsite of all g-roups apply equally well

to an. ient ifiable subgxroups? In tests which are evaluated without

such cx rrelat;ons coefficients, it may be more important to identify and

evaluate thie wrmitai of various sources of error. Is a measure of

performance on a work sample, for exarvle, influenced by an observer's

knowledgce of the race or sex ot the examunee? If so, to what extent?

Is the task so organized that pert ;ons of Luiusual hecjht have a handicap

in the test situation that would. iiot intluence performance under more

realistic c()nditcorL",; that is, hts the standardization of the test

created an artific-i'ity that influences the scores of some people

iinf.-rly becuse 't Joes 1Kt .'x.'-' !, other cmnditions?

-10-



CLASSICAL PSYaICM=C THIORY: REILABILITY

It has been said that all measurement, regardless of method or attri-

bute measured, must be reliable. It does not follow, however, that the

identical ways of exarininq reliability apply in .ll cases.

The essence of an investigation of reliability is an assessment of

the degree to which variance in a set of measurnmts may be attributed

to error. Different kinds of variables, and different methods of measure-

ment, are susceptible to different sources of error. Mbreover, different

methods of estimating reliability are sensitive to different sources of

error (Stanley, 1971).

With many forms of measurement, one is especially interested in the

stability of the description over time, that is, in errors due to insta-

bility of measurement. However, error over time is not relevant to all

measurements. Blood pressure, for example, is not stable over time; it

varies according to activity level, tension, etc. Yet failure to find

the same blood pressure under these different conditions would never be

considered to be an error of measurement; it is simply a valid reflection

of the chanqes that occur in the attribute being measured. On the other

hand, measures that are supposed to represent relatively enduring

traits, such as behavioral habits or personality characteristics, should

stay rather constant, at least in reasonably similar condlitions, over

some substantial period of time. Variations over time in iiuvsurement in

these cases constitutes error. Changes in obtained measurement over

time are likely to be considered sources of error for measures of person-

ality traits, cognitive skills, motor skills, job knowledge, and most

measures of performance or proficiency. It is probably inappropriate to

treat change over time as a source of error in measuresent for most

physical cr attitudinal variables.

- 11 -



A general prLnciple in measurement is that one should measure one

attribute at a time. The standard way of measuring, exemplified by

typical tests, is to use many fallible operations to measure the same

thino and accumulate observations. Thus a test will consist of many items,

each with different specific content but each presumably tapping or re-

flectinq the same fundamental attribute, -- that is, each a miniature

test. The total test is a sample of observations from a homogeneous

uniwi se. Behavioral statements in rating scales constitute a similar

example, as, perhaps, do pieces of information obtained through records.

Obviously, observation of behavior over time can likewise be divided into

itms." In short, tests can often be said to consist of ccimponent parts,

e2ach of which constitutes an independent observation of the same variable.

If, Ixcjver, one, of these xolponents proves to reflect an attribute other

thar that beinq measured, the inclusion of that component in the total

leads to an error of measurement. An item that measures somethinq differ-

ent from the rest of the items is a contaminatinq item. An observation

taken durinq a tim period where a sharp noise or other distraction

occurs is a contaminating observation since it reflects behavior under

distraction rather than behavior under attention to the task at hand. It

is co nventiorkil to refer to studies of errors in sampling the observations

as eustimates of internal consistency or hciroceneity in measurement.

kHroW.rieity should be a pervasive concern in all measurement, and

it is %-rtualiy a'sured ir, fundanental vasurement. Tests, on the other

hand, reprusent '1!ry, small samples of nearly infinite populations of

Fxo-ijble iters and are esci-ally susceptible to such sampling errors.

To investigate these errors, it is xcsia)n practice to develop and cxmpare

parallel forrt. NAs a matter of fact, classical reliability theory assumes

parallel test torms meetiriq rather stringelit deflnitions. Because it is

unlikely that :xn-test approaches to measurement will ieet the require-

ments for parall,,L form-, dktin ,a7Ainq error in these methods may be

substantially Lrier.

_-7



An analogous reliability problem occurs when substantially differ-

ent (i.e., non-parallel) methods are used to measure the same attribute.

It probably matters little whether one measures the length of a board

with a flexible steel tape measure or a wooden yardstick, but in some

areas of physical measurent the alternative approaches are anything but

parallel. Measuring distances in cartographic analysis by triangulation

is in no sense parallel to measuring with a ruler. If the two methods

give different results, one or both of them may be wrong, a simple corre-

lation to demonstrate that the methods are inconsistent is not a suffi-

cient basis for assigning error to either one.

If observers are the instruments of neasurenent, there is probably

a finite number (greater than one or two) of possible observers. The one

or two actual observers used are samples from the universe of possible

observers and, as such, may be sources of measurement error.

If two oLservers are used, each may contribute a unique error or

measurement, and it is necessary to determine the degree to which any

composite measure is subject to error in sampling observers and the

degree of such error should be assessed. There is no way to estimate

the error due to sampling observers if only one observer is used, just

as there is no way to ascertain error attributable to a specific set of

questions if only one form of the test is used. Repeated samples of

observers (or tests) are required to estimate the degree to which the

sampling introduces error into the measurement. Likewise, if ratings

are used, sore error may be due to the raters chosen, and it can only

be evaluated by determining the degree of agreement between raters.

Another example calls for estimating agreement among scorers of open-

ended test items.

Many forms of measurement involve a subjective assignment of people

or objects to scaled categories. An attempt to measure aggressive ten-

dencies under conditions of provocation in an assessment center, for
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example, mi >t present an assessee with an anger-producing situation, and
observers may be instructed to determine whether the response fits better

in a category described as turning white and silent, or a category des-

cribed as verbal expressions of anger, or a category described as using

physical movements symbolic of attack. Such measurement poses two quite

different kinds of reliability problem. One is the degree to which
observers may agree on their observation of behavior; the other is the

degree to which the numbers assigned to the categories fall along a

reproducible scale. (The point of view taken here is that the Guttman

index of reproducibility is a special case of reliability.)

Still another potential source of error can be broadly identified

as a condition of measurement. The results of measurement may be differ-

ent if the measurement is taken in the morning or in the late evening,

it may be different if it is taken under sanitary, optimal conditions

rather than in less pleasant but more realistic field conditions. Know-

ledge of the extent of such errors may often be useful, even if not often

available.

Gross estimates of most of these sources of error can be estimated
by conventional methods of estimating reliability by internal consistency

coefficients, coefficients, of equivalence, coefficients of stability, or

coefficients of agreement (conspect reliability). However, these

coefficients sinply do not do a particularly clean job of separating out

the components of error associated with attributes of the person, method,

or setting other than the attribute measured. If one computes an

internal consistency coefficient, a stability coefficient, and an equiva-

lence coefficient, determines the proportion of variance attributable to

each of the three kinds of error implied by those coefficients, and adds

them up, the total estimate of error variance obtained is far greater

than is realistic. A preferred approach is the generalizability analysis,

or multiple facet analysis, advocated by Cronbach, Gleser, Nanda, and
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Rajaratnam (1972). Using analysis of variance designs, such analysis can

examine the components of error rost likely to be probles in a specified

testing program.

Generalizability studies seem especially useful for estimating errors

in evaluating performance on a work sample. Sir-h performance may be a

function of the instrtxutions given, the person who administers or scores

the test, the activities precedinq testing, and the environmental setti nq

in which performance is being measured. One may evaluate these sources

of potential error, with explicit estinmtes of the proportionate total

variance attributable to each source, through the use of analysis of

variance desiqns.

CLASSICA, PSYCIIhRIC TUYX'RY: VALIDYIT

Validity refers to an evaluation of the quality of inferences drawn

frai test scores, qixil itative sumrliries, jxiqents, or other measurements.

The first point of i-j)ortance in that st.iterent is that validity is not

a fact; it is an evaluation. A4reover, it is a auantit-ative evaluation.

It is best to think of validity as expressible only in broad categories:

high validity, satisfactory validitv, ()r poor or no -alidity. Dependinq

on the context, one may coxpre validities and say that validity in one

circnzmstance is better, or equal to, or worse than validity in another.

Since such statements db not denote precise quintities, they are not

expressible with precise ntrnbers. One should not confuse an evaluative

interpretation of validity with an obtained validity coefficient.

Validity is not measured; it is inferred. Althouqh validity coefficients

may be computed, the inference of validity is based on such coefficients,

rot equated with them.

There has been a kind of colloquial shorthand in psychometric English

in which people tend to speak of the "validity of a test." Informed
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people do not mean that phrase literally. It is sipply a shorthand

phrase referring to the evaluation of the inferences one draws from

scores obtained on a test. (In this paper as in others, the shorter

phrase will undoubtedly be used frequently, but there should be no mis-

understanding about its meaning.) Speaking precisely, validity refers to

evaluations of specific inferences that may be drawn from scores, not to

evaluations of properties of tests, and there are as many validities

as there are inferences to be drawn from the scores. In evaluating the

total testing program, many test properties should be evaluated, such as

degree of standardization, adequacy of content sampling, and the like.

TPhese properties nay contribute to one's evaluation of the validity of

certain inferences from scores, but they should not be confused with such

inferences.

Validation refers to the processes of investigation from which the

validity of certain infereres from scores may itself be inferred or

evaluated. All validation procedures are in sore sense erpirical. Some

of these procedures involve correlating test scores with other data, con-

parin, correlations, doing experimental studies to determine differences

in scores for groups differing in attributes or treatments, or evidences

of procedures used in the construction of a test. Where the evidence of

validity is drawn from correlations of scores with other measures, the

validation does not consist simply of caputing the correlation coeffi-

cient; it consists of the entire research process, includinq sampling of

persons and of situations, the evaluations of other forms of validities

of the measures used, the evaluation of the logic of the hypothesized

relationship between the variables, and the purely procedural care with

which data were collected. These are also empirical events, and the

argument for interpreting scores on the one test as permitting valid

inferences about the variable measured by the other one is supported (if

at all) by the entire chain of empirical evidence, not just the correla-

tion coefficient.
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To say that certain kinds of inferences from scores are valid infer-

ences, therefore, implies not only the empirical process of gathering data

but the logical process of evaluating all of the avail hle evidence.

Implied in the foregoing is a final observation about the naturo of

validity: in classical psychcetric th()ry, validit' refers to a set of

scores. The evidence upon which validity may be claiTrd ap)lies to the

score of a single individual only if that scrore can be interpreted with

reference to an entire set of scores. That is, in classical internreta-

tion of scores, the individual score is considered more or less valid

only if it has been previously determined that a set of scores from other

individuals tested in the sane way is a more or less ralid set of scores.

Validity is therefore defined in ter=s of variances; validity is the

proportion of total variance relevant to the purposes of testing; irrele-

vant sources of variance reduce validity. A correlation coefficient

describing the relationship of one rasure to arother is simply a reans

of describing the shared variance.

In short, to -ake judgmTents about the validity of the inferences one

my draw from a set of scores is to mako judgments about the irrelevant

conhnents in a set of scores. F rlier discussior referred to evaluations

of single scores as the degree to which a score is free from reflection,-

of attributes other than the one intended. The classical wav to ascertain

that freedom is to ,et,-rmine the level of irrelevant sources of variance.

7his discussion of validity in general, therefore, has reflected, without

explicitly referrinoi to them, the aspects of validity identified in the

Standards for ducational and Psychological Tests (ALA, et al., 1974).

CRITERION-RELATED VALIDATION

At the most directly enpirical level are the criterion-related

validities, predictive and concurrent. For convenience, the many reasons
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for conducting criterion-related validity studies can be set in two cate-

,)ries: (a) to investigate the meaning that may be attached to scores

on a test, that is, to identify more clearly the variable or variables

nveasured, and (b) to investigate the utility of the scores as indicators

or predictors of other variables.

The first of these grows out of the historical definition of validity

as the extent to which a test measures what it "purports" the measure.

If one has developed a test "purporting" to measure scholastic aptitude,

then the "real" measure of aptitude is how ell one does in school (Hull,

1928). School performance is then the criterion of how good the test is.

'hat is, the correlation between scores on the test and grades in school

is an index of the success of the test in measuring what it was supposed

to neasure. The same logic is sometimes found in modern instances in

which a test of, let us say, verbal ability is correlated against super-

visory ratings of verbal ability.

'This kind of validation, although it involves carputing a correlation

between scores on the test being validated and another measure called a

criterion, is better discussed under the heading of construct validity.

That is, in the more conventional language of the last quarter century,

such criterion-related studies are done for the purpose of verifying the

interpretation of scores in terms of designated constructs.

It is an obvious outgrowth of concern for criterion-related validity

that one finds that the criterion of "real" aptitude is often a variable

of great importance, and the utility of the test as a predictor

of that criterion becomes a matter of greater interest than the

theoretical interpretation of the scores themselves. Common

practice usus the term criterion-related validity primarily for

those situations where one wishes to infer frcxn a test score an indivi-

dual's standing on some variable of interest that is different from the

variable measured by the test. le latter variab>o has been called a

- 18 -
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criterion for historical reasons, but it is usually better described as

a variable analogous to the independent variable in experiiiental studies.

'Me analogy is useful because, in criterion-related validities, the

inference is based upon a hypothesis. That is, on a priori grounds, the

test user or test developer hypothesizes that performance on the test is

related to performance on sore other measure, often of a different vari-

able. Validation in such cases is less a matter of checking an intrinsic

interpretation of test scores than of conducting research on the hypothesis.

in the field of personnel testing, at least for selection, the hypo-

thesis takes the form that scores on the test can be used as indicators

of potential proficiency, or sowe other perfora±ce variable, on a job.

For example, on a given production job where each spoiled piece represents

a monetary loss to the employer, scrap rate is a fundamental measure of

an economic variable. With some validation, one might draw inferences

about psychological variables from scrap rate (clumsiness or carelessness

are copeting interpretations), but tils is usually not the salient point.

The point is that each spoiled piece costs the organization money. If it

can be shown that a particular dexterity test, or perhaps a particular

test of knoledge, c-n predict individual scrap rates within reasonable

limits of error, then the scores on the tests may be used to "infer"

(more accurately, to predict) scrap rates on the job, even though the

individual has not yet been trained or T)iaced on the job. The fact that

a theoretician can find an explanation for the comon variance in the

two sets of measurements is relatively trivial in most cases; rarely is

there any attempt to interpret such criterion-related validity coefficients

theoretically: what is interpreted is tuie value of the test as a basis

for predictions of future performance. What is coxo~nly called test

validation is, therefore, best understood as an investigation of a

hypothesis rather than an investigation of variables underlying scores

on either predictor or criterion.

It is useful to distinguish between hypotheses that imply predictive
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validity and those for which concurrent validity is appropriate. To illus-

trate the difference, consider the possible finding that measures of self-
confidence are substantially and significantly correlated with proficiency

ratings of leadership. Three independently testable hypotheses are
possible: (a) that people who are self-confident become effective leaders,

(b) that people who are effective leaders become self-confident, and (c)

that people who are effective leaders are self-confident. The first two

of these are predictive hypotheses; they predict in opposite directions.

Ignoring the possibility of reciprocal causality, both of these hypotheses

require predictive studies to validate them, but the design of the studies

would be substantially different. In the first hypothesis, one would

administer the measure of self-confidence prior to people gaining exper-

ience in leadership roles. For the second hypothesis, one would not

obtain the measure of self-confidence until people have been in the lead-
ership role long enough to establish clear and observable habits of lead-

ership. For the third hypothesis, the two measures could be taken concur-

rently. The fact that very little benefit may accrue to anyone from such

concurrent correlation is beside the point; the point is that the hypothesis

is a different one and that in any correlational study relating them, the

procedures of investigation will be different.

There has been an over-reliance on criterion-related validation in

the history of personnel testing. The simplicity of the validity statement

makes it very attractive, and it is often necessary for specific personnel

purposes. However, things are rarely as simple as they seem, and many

factors make over-reliance on a single, obtained validity coefficient

questionable.

First, the conditions of a validation study are never exactly repeated.

This is especially evident in the case of a predictive study, where the
logic of predictive validation assumes that the conditions at the start

of the study will be reasonably well matched by the conditions at the

start of a new time sequence when the results of the original study are
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to be applied. If a validation study extends over three or four years

or more, new methods of training, new equipment, new social attitudes,

new applicant characteristics, and many other new things may change the

validity before the results can be put to use.

Second, the logic of criterion-related validity assumes a valid

criterion. Very rarely, however, do criterion-related validity reports

give any evidence of the validities of inferences drawn from the criterion

measures themselves. All too often, personnel testing uses unvalidated

supervisory ratings as the criterion. In many of these cases, a criterion-

related validation study is probably inadvisable.

Third, the logic of criterion-related validity assumes that the

sample of an applicant population used for research is truly representative

and that the validity will generalize to later samples. This is almosL

always violated to scn degree, if only through bias in attrition. Statis-

tical procedures can, of course, provide better estimates of population

validities than those provided by the biased sample, but the assumptions

for these procedures often are not satisfied.

Finally, results of criterion-related validity studies, 1articularly

those in which the predictor is a ccuposite of several variables, are

highly questionable if based on small numbers of cases. The sample size

necessarv to conduct a cmpetent investigation of criterion-related

validity is much larger than was earlier suppose-d (Schmidt, Hunter, &

Urry, 1976).

CONSTRL-T VALIDITY

Despite the foregoing warnings, studies of criterion-related validity

are basic in investigations of construct validity. V here the criterion

is chosen because it can shed light on the intrinsic meaning of the scores

being validated, such studies enable one to sharpen possible interpretation-,
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of test scores and to choose between cxneting interpretations. In this

context, low validities can be as helpful as high validities if they

indicate what the test does not measure and thereby limit the nature of

the variables legitimately inferred from the scores.

Construct validity is not a utilitarian notion. It is studied

because one wishes to increase his understanding of the psychological

qualities being measured by the use of a particular test. Such studies

influence the degree of confidence one may have in the accuracy of des-

criptive inferences about the individual tested. A test is ordinarily

supposed to be a measure of saething; that something is an idea or con-

cept of a variable; if sufficiently sophisticated scientifically, it is

called a hypothetical construct. 7ne latter term is intended to emphasize

an idea that has been constructed as a way of organizing knowledge and

experience -- that is, a construct is a work of scientific imagination.

As evidence accumiulates about a construct, the idea may change.

The essential logic of construct validation is disconfirmatory.

One does research designed to disconfirm an intended interpretation by

persistently trying alternative interpretations; that is, one investi-

gates the possibility that a variable other than the one intended to

be measured (other than what a test "purports" to measure) is a better

interpretation of the scores. Variance in a test intended to be used

for inferring problem-solving abilities may in fact be substantially

contaminated by variance due to individual differences in reading abil-

ity. Or a newly proposed construct may prove to be an old variable con-

ventionally measured by other means. In either case, the aim of the

research is to strengthen, if possible, a given interpretation of the

test by'showinj that alternative inter5retat bris arb iot teasible. Of

course, if the alternative interpretation turns out to be a fairly solid

one, then perhaps the originally intended interpretation is the one that

is infeasible.
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The notion of a hypothetical construct in its usual context is a

fairly sophisticated scientific construct itself. Reference in discussions

of hypothetical constructs deal with "nomological networks" of scientific

lawfulness (Cronbach & Meehl, 1955). The logic and disconfirmatory

emphasis of construct validation can, however, be very useful for ideas

that are much less well developed scientifically. Supervisory ratings

of work proficiency can, for example, be evaluated in terms of construct

validity. In this case, the construct is not a highly developed creation

of scientific imagination; it is a rather vague idea of proficiency on

a specific job. The question is not the scientific imort or sophistica-

tion of the idea, but whether proficiency is a reasonable interpretation

of the variable measured by the ratings. Disounfirmatory research would

consider alternative explanations. Perhaps the ratings merely measure

how long ratees have been known; therefore, studies v)uld be initiated

to determine the relationship of length of acquantance to the ratings.

This is, of course, a coplex question. A mere correlation between length

of acquaintance and ratings may identify bias, or it may show that exper-

ience does in fact count on that job. These are cimpeting inferences

from a correlation, and te logic of construct validity requires that

one attempt to evaluate them and to choose between them. In some cir-

cumstances, this might require another research study. In other circum-

stances, it may merely require an exercise in logic; if the job can be

learned in a few days, or if proficiency is limited by external forces

such as supply of material to the worker or the speed of a conveyor belt,

the hypothesis that greater experience results in greater proficiency

is probably silly and the correlation wuld disconfirm the desired

interpretation of the ratings. ... .. ..

To say that valid inferences can be drawn about a specified construct

is to say little or nothing about the utility of the measure for practical

decisions. In a personnel selection situation, for example, the practical

utility of the measure depends less on how wil it measures a given construct
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than on how well the scores will predict future performance, regardless

of what or how many constructs they reflect.

As pointed out in the preceding section, in many circumstances cri-

terion-related validity is not feasible. In these situations one exer-

cises the logic rather than the arithmetic of predictive validity. Else-

where (Guion, 1976), the author has used the term "the rational foundation

for predictive validity" for situations in which construct validity is

evaluated as part of that logic. The phrase implies that the logic of

construct validation and the logic of predictive validation meet if a

predictive hypothesis is very carefully developed. The steps of careful

development include careful job analysis, rational inferences from the

information obtained in the job analysis about the kinds of constructs

that may be hypothesized as relevant to performance on the job as it

would, if it could, be measured, and finally the identification of pre-

dictor variables that will validly measure those constructs. Such a

logical argument pools a great deal of empirical information: the

observations of the job, the group judgments involved in inferring the

constructs, and the evidence of the constrict validities of the predictors.

None of this empirical information is necessarily expressed as validity

coefficients, yet to infer that high scores on the predictors predict

high performance on the job is arguably more valid under these circum-

stances than when a validity coefficient is obtained f ran an inadequate

study.

CONTENT VALIDITY

Content validity is a special case of construct validity. It is

likely to be emphasized in measuring knowledge or performance-variables,

and it is especially frequently invoked in evaluations of work samples.

For that reason, it will be considered here in particular detail.

The "construct" when one speaks of content validity is more obvious
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than where reference is to more abstract constructs: level of knowledge,

level of skill, level of caxnpetence, or degree of mastery of a specified

content or skill dcmiin. Tt has been customary to speak of content

validity when one wishes to infer fram scores on a test reflecting the

probable performance in a larcler (kxmin of which the test is a sample.

We have already referred t dcmnain sampling in sampling the kinds of itens

that measure a constrxct; the concern here is for domain sampling where

the doiain is more intuitively understood.

Content validity beqan in educational ni-asurement as a straightforward

concept which posed r special problems. An educational curriculum iden-

tifies an explicit body of c1,oledge and instructional objectives, and

educational practice has decre-d thYat asking a -iuestion about specific

knowledge is an acceptable operation for measuring it. 'Therefore, if one

had all possible qustions about a specified curriculum content, one

could obtain a universe or domain score by adding up the number of ite~s

answered correctly. When one takes a sample of all possible item from

that domain, one can add up the number of items answered correctly and,

from that score, infer smtothinq about the number or proportion of item

that would have been answered correctly had the entire domain been used.

This account is perhar unnecessarily glib, but the glibness gives

it brevity. It is acknowled ed that th t best practice in sampling con-

tent doaiains defined by educational curricula w aid utilize what Cronbach

(1971) called the universe of admissible operations, which identifies

stimulus-response content in terms of the permissible kinds of questions

and the expected kinds of responses. Nevertheless, the glibness, if

that is what it is, seers defensible because the universe of admissible

operations in educational testing is reasonably restricted. A ccrrbina-

tion of curriculum identification and conventional practice relieves many

questions that might otherwise arise.
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In personnel testing, hwver, the concept of content validity has

been much more troublesome. The definition of a content domain has been

a source of great confusion, and it is therefore necessarily difficult

to define a universe of admissible operations for measuring a domain one

does not clearly understand. Perhaps nowhere is the confusion better

documnented than in the Standards (APA, et al., 1974). In its discussion

of the applicability of content validity to employment testing, that

docrent points out that "the performance domain would need definition
in terms of the objectives of measurement, restricted perhaps only to

critical, most frequent, or prerequisite work behaviors." Two paragraphs

further, on the same page, we read, "An employer cannot justify an

employment test on grounds of content validity if he cannot demonstrate

that the content universe includes all, or nearly all, important parts

of the job" (p. 29).

Job Content Universe. In attempting to clarify matters, it may be

useful to distinguish between the terms universe and domain and between

jo content and test content. We may, therefore, identify four concep-
tual entities: a job content universe, a job content domain, a test
content triverse, and a test content domain.

A ccprehensive job analysis may identify all the nontrivial tasks,

responsibilities, prerequisite knowledge and skill, and organizational

relationships inherent in a given job, and all of this defines a job

content universe.

Tasks are the things people do; job analysis need not identify

trivial tasks, but it should identify the most salient activities.

Responsibilities may incldde tAskg'but may also include less clearly

observable activities. A teacher, for example, may be responsible for

the health and safety of the children in her class. he precise activi-

ties carried out in fulfillment of that responsibility may be hard to

define since they vary with chanqxd circtmstances. Prerequisite knowledge
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and skill represent cognitive or motor abilities or information neces-

sary for effective and responsible task performance. Such knowledge or

skill needs to be defined unambiguously; vague trait names are not enough.

"Must be able to copute means, standard deviations, correlation coeffi-

cients, and probability estimates" is a far more explicit statement than

saying, "Must have knowledge of statistics."

Organizational relationships place the job in its context; they

identify system of ideas, materials, or social relationships as they

influence the job; dependencies that may exist 1n sequences or task per-

formance, and the degree to which people in other jobs must depend on

the incumbent in the job being analyzed in doing their job. Both the

organizational relationships and the responsibilities describe not only

the content of the job but the content of the consequences of the perform-

ance of a job.

If the job is at all complex, it would be either iirpossible or

absurdly impractical to try to develop a work sample test to match that

total job content universe, it might be necessary to carry out the full

training, to provide experience, and to observe performance on the actual

job for a period of tim. If one's purpose were selection, this ould be

absurdly impractical.

Job Content Domain. In practice, one identifies a portion of the

job content universe for the purposes of testinq. In a stenographic job,

for example, the portion of the universe most salient in selection or

performance evaluation might be restricted to those aspects involvinq

typing. From the job analysis, one could identify the tasks, responsibil-

ities, and the prerequisite skill (such as spelling) associated with

typing; with these restricted elements, and ignorinq other aspects of the

total job content universe, one can define a task content dcmain. In

this sense, the word domain is being used as a sample (and not necessarily

a representative one) of the content implied by the wor universe.
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Test Content Universe. Performing a job and taking a test are not

identical activities, even if the component elements are identical. To

continue with the stenographic example, typing mailable letters fram

dictation on a real job involves interruptions, knowledge of the idiosyn-

cracies of the person who has dictated the letters, interruptions by
telephone calls or requests for materials fron files, etc. Typing from

the same dictated material in a test situation involves typing under the

anxiety created by the testing and its peculiar motivational characteris-

tics, in standard conditions such that any distractions are built into

the exercise and are standardized for all people, and using material dic-

tated by an unfamiliar voice. To the best of this writer's knowledge,
no one has ever developed a typing test that is a genuine work sample in

the sense of duplicating actual circumstances, distractions, and snide

comments on the dictation tape -- nor has he encountered anyone who would

advocate it.

Instead, one defines from the job content domain a universe of possi-
ble operations for the development of a test. The test content universe,

therefore, consists of all of the tasks that might be assigned, all of

the conditions that might be imposed, and all of the procedures for

observing and recording responses that might be used in the development
of the content sample. The test content universe is, again, a sample of

the job content domain. But it is more than that; it includes elements

that are not part of the job content domain since the latter probably
includes no information about procedures for observing and recording

behavior on assigned tasks. This would be particularly true if the

operations decided upon consisted of a series of questions about the

reasons for certain procedures in carrying out a task; one would vir-
tually never include such question-and-answer exercises as a part of

the actual job, but they can be quite useful in testing people to deter-

mine their qualifications for the job.

This is a crucial point in the total chain of arqurrent. In many kinds
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of work sample testing, psychometric considerations require the inclusion

of non-job coponents in defining a test content domain; otherwise, there

may be no measurement of anything. Such added operations may involve

ratings by observers, counting (and perhaps weiehting) responses to ques-

tions, or carrying out physical measurements and inspection of products

that go beyond those encountered in the actual job it-self but are neces-

sary foundations for masurement.

Test Content Domain. The test content doxrin is a sample of a test

content universe, and it defines the actual specifications for test

construction. Again, the test content domain is not necessarily a repre-

sentative sample of the test content universe. (. ustions of nracticalitv

and of relative inportance must assuredly enter into the judgments defin-

ing a test content domain.

There remains, then, the actual construction of the test.

The Limits of Content Sampling as Validity. Thie foregoing sequence,

which is illustrated by Figure 2, is not necessary as a detailed procedure,
but the four-step process of domain definition is useful for clarifying

the relationships of job and test domains and for reconciling the con-

tradictor-y statements in the Standards.

it should be clear that what has been called content validity is

quite different from all other forms of validity. As a matter of fact,

the term should net be used since it can only cause confusion. The term

validity refers, -as .has been.pointed out, to an.e.raluation Qf the infer-

ences that can be made from scores. If the inference to be drawn from a

score on a content sample is to be an inference about performance on an

actual job, it is drawn at the end of inferential leaps, in any one of

which there can be a serious misstep. 7he crucial chance for misstep is

in the definition of a test content universe; it is here that a system

of scoring (or its basis) is invented, and that system of scoring is

- 29-



4)o

L..u

E~ U)

0~ 0)

0 1..0

U-'

30l-



rarely if ever a component of the actual job content dcznain. !breover,

the scoring system is subject to contamination, just as is the soorinq

of any other test. That is, the obtained score an individual makes my"

reflect the attribute one wishes to infer, ability to doe the job, but it

nay also reflect a variety of contaminations such as anxiety, ability to

coxpreherxi the verbal instructions, or perceptwi! skills in seeing cues

for scoring enablinq perc'eptive or test-wise ixople to) nuke better scores

than others.

All of this has a faniliar rmnci after the earlier discussion of con-

struct validity. All of the other Ix)ssible r.n)TIxnents of a score repre-

sent the contaminations which construct validation, in its conmitnent to

disconfirmatorv resoarch, is desi _rnd to investiqate. To repeat: content

validity is a special case of construct validity (NAssick, 1975; Teno!r,

1977).

ACCEYMCE OF OPFRTIOAL DEFINITIONS

"Validity has lonq b-en one of the a-ijor deities in the
pantheon of the psychomnetricia . It is universally praised,
but the cod works done in its nme are remarkably few.
Test validation, in fact, is widely reqrarded as the least
satisfactory aspect of test development. ... It " .' pur-
pose of this paper to develop an alternative e>m ion of
the problem, and to propose an a] ternati-,-e solutioi.. The
basic difficulty in validating many tests arises, we believe,
not from inadeqakte criteria but from loqical and operational
limitations of the concept of validity itself. We are per-
suaded that faster progress will be made toward better edu-
cational and psychological tests if validity is given a much
more specific and restricted definition than is usually the
case, and if it is no longer reqarded as the supremly
inprtant quality of a remittal test" (Ebel, 1961, p. 640).

With these words, F2b1 began a critique of the concept of validity

as a nakjor basis for evaluatinq tests. iny of the cormmnts made in

that paper are still hiqhly applicable; people still tend to think of

validity in terrs of "real" traits, they still accept criterion masures
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that have little if anything to do with the attributes being measured

(a d do not recognize that in doing so they have formed an external

hypothesis), and the concept of validity is still far too broad to have

scientific utility. Alternatives include the evaluation of reliability,

ionritive data, the inportance of the knowledqe or abilities required by

a test, convenience in the use of the test, and, most of all, meaningful-

ieaningfulness was also the primary yardstick for evaluation proposed

-issick (1975); his concept of meaningfulness, however, turns out to be

,uIvvalent to the concept of construct validity. Ebel, but not Messick,

w-uld evaluate a test sinj)l, as an operational definition of an attribute

to be measured; the operations provide the meaning.

This writer takes the pxsition that operational definitions of the

attributes to be measured can, under certain circurstances, provide both

a necessary and a sufficient evaluation of the scores obtained by usinq

it; that is, under certain circumstinces, no statenint of validity is

nteded. It is operationalism, not validation, that provides the meaning

for fundamental measuremant of physical properties of lenqth, time, or

weight. As pointed out in the taxonomy of measurerymnt, for measurement

of such variables as these, one asks not whether the nxasurements are

valid but whether they are accurate.

Some psychlogcal mea-;iirerint can also be defended as meaningful

because of the operations involved in the measurerment without recourse to

the psychology's unique dernnd for validatinq the inferences from the

scores. Operationalism does not always 'iiminate roncern for validating

inferences; in fact, it is s;ufficient only in relative(ly r(,:;tricted cases

(ibel, 1956, 1961; Tenopyr, 1977). in Teno.yr's terms, t-here are some

constructs for which t]e ,ontent of the nvasurent, i.e., the operational

definition, is , sufficient evaluation. With r,-'(,r(once, to thio tamDnony

()f variables describig att ibutes of | it, n i wIU a ucr i that these
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constructs would include certain physical attributes, psychomotor skills,

task proficiencies, ar, with a caveat, measures of job knowledge. (The

caveat is that soore3 on job knowledge tests my be unduly influenced by

reading abilities having little to do with the actual level of knowledge.)

For these constructs, at least in part, it would seeni possible to

evaluate the job relevance and meaningfulness of a personnel testing

program on the basis of the operations ilone. In a combination of two

other publications (Guion, 1977, in press), the writer has presented a

list of six requirements which, if met, constitute a sufficient evaluation

of the use of a test so that issues of validity need not arise. With some

modifications to fit the present context, and with ephuasis on personnel

testing and judgment of job relatedness, these will be reproduced here.

First, the content domain must consist of behavior the meaning of
which is generally accepted. At the risk of sounding like Gertrude

Stein, we can say that doing scmething (like d 'iving a car) is generally

accepted as evidence of the ability to do it. If a person reads a passage,

it means that he can read the passaqe; if he does not read the passage,

it my not mean an inability to read it (Messick, 1975), but it certainly

means that he did not. In such examples, the meaning of the behavior is

obvious; it requires no great inferential leap to interpr or to draw

inferences from the behavior samples.

Second, both the test content dotmain ari the job content domain

should be unambiguously defined. he domains should be defined well enouoh

that people who disagree on the definition can nevertheless agree on

whether a particular task or statement or item belongs in or out of the

domain. In the present age of litigation, agreerents on the definition

of a content domain are always tenuous. The amunt of agreement needed

does not depend on nailinq down, in very precise language, every conceiv-

able cxponent of a dom-ain. It is enough that the bouraries of the

domain are sufficiently well established for dqrecm-nt Lnonq reasonable

and knowledgeable people.

- 33-



'1hird, the test content domain must be relevant to the job content

biomain. The question of relevance is again a matter of judgment, and

iudq enrit requires some evidence of agreement. In originally presenting

this third condition, the lack of a measure of the degree of agreement

of the domains was deplored; it now seems that the extent of agreement

uminnq qualified judges that the two are conparable is sufficient.

Fourth, qualified judges must also agree that the test content domain

hLis been adequately sarm)led. The need to define what is meant by qualified

judges is particularly strong in this condition. From the point of view

of personnel testing, the best qualified judges are usually people who

have done the job in question or who have supervised the performance of

that job. The required level of agreement would appear to be minimally

that necessary to avoid conflict. Disagreements differ qualitatively.

Sony qualified judges will disagree on semantic grounds; others may dis-

aqree because of f-mdamental differences in value systems. The disagree-

nrnt between plaintiff and defendant is a serious level of disagreement;

the disagreement between one who would suggest a slight change in wording

and one who prefers the existing wording is not a profound disagreeent

and need not be taken seriously in evaluating dcmain sampling. The ques-

tion, therefore, is whether there is a consensus (a majority view) and

wfether there is a reasonable freedan from dissatisfaction with the con-

sensus on the part of most qualified judges. This requirement holds

for defining ti:e boundaries of a content dnain, for judging the rele-

vance of a test oontent domain to a job content domain, and for judging

the adequacy of the sampling of the test content domain.

Fifth, the response portion of the testing must be reliably observed

and evaluated. In the original presentation of this point, it was said,

"This does not refer to internal consistency, of course" (Guion, 1977, p.

7). 7he phrase "of course" is rncw regretted. At the very least, any

measurement should havu qcxTk deqree of functional unity; if there is not

even enough internal consistency '-r sioanificant correlations to exist
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between the component parts of a content sample, then the score of the

content sample should be subdivided into reasonably internally consistent

coonents. This camnent, it should be pointed out, is a necessary conse-
quence of saying that what has passed for content validity is in fact a
special case of construct validity; the first recuireent of construct

validity is internal consistency.

A more important implication of this requirement is that observers

who record observations must agree reasonably well on what they have seen.

If the behavior to be observed is not defined well enough to permit inter-

observer agreement, it violates the first condition of an operational

definition based on content sampling.

Sixth, the method of scoring the content sample must be generally

accepted by qualified judges as relatively free from contaminants reflect-

ing irrelevant attributes of examinees or attributes of observers or

materials. This implies no stringent derands for agreement among the

judges. If there is a serious sugqestion of contamination from judges

who have made the previous judgments, some study inquiring into the con-

struct validity of the scores may be necessary.

Intrinsic Validity. A different approach to operationlism can be

drawn from a parallel to the concept of intrinsic validit. (Gulliksen,

1950), another way in which the meningfulness of an operational defini-

tion can be known by its outcows. For examne, if an examinee is

coached to take the test, and coaching for the test improves both test

performance and performance on the job, then scores on the test are

intrinsically related to performance on the job. The investigation of

this relationship is, of course, an empirical investigation; it does

not rest upon the consensus of qualified judges. Nevertheless, it is

only remotely related to its closest cousin among the validities, cri-

terion-related validity. For the test to be accepted as an operational

definition, under this heading, not only must a correlation between
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test performance and job performance be obtained, but it must not be

lost as a consequence of coaching.

Operationalism Based on Formal Structure. If work sample perform-

ance is to be evaluated by evaluating the product of that performance,

and the product is a tangible object, then the measurement may consist of

measuring weight, conductivity of solder connections, the amount of

stress needed to break a weld, or similar physical measurement. Such

reasurements are formal, fundamental measurements and they need no justi-

fication by recourse to notions of validity.

The logic of formal measurement could be extended to some other areas
of psychological measurement. Two possibilities seem worth mentioning

which, if tests could be successfully constructed by these methods, would

provide formal measurevent that should be accepted without any concern for

notions of validity. One of these uses Guttman scaling for content-

referenced interpretations of scores; the other applies latent trait

theory. These will be discussed in detail in the next section.

CHALEUMS TO CLASSICAL THEORY

Classical psycharetric theory has its origin in the study of indivi-

dual differences. This study requires maximum distinctions between

individuals, that is, maximum variances within groups. All of classical

theory is based upon variance and upon the subdivision of variance into

systematic and error sources. A test is said to be reliable, for example,

to the extent that the variance in a set of scores obtained through its

use is free from randcxn error of variance. In its broadest sense, valid-

ity is likewise defined as the extent to which the variance in a set of

scores is relevant to the purposes of measurement. In test construction,
the best items are those in which there is a good match between item

variance and total test score variance. The unit of mnasurement in men-

tal testing is the standard deviation, and the basis for interpreting
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test scores is the relationship of one individual to another in distribu-

t ion.

In short, the enphasis has been on relative measurement rather than
on anything fundamental or absolute. The contributions of classical

psychometric theory have oeen substantial, but they have led to some pecu-

liar phenomena. For exanple, qrades in a course of study such as physical

education may be based not on the number of pushups one can do or the

distance one can swim, but rather upon how many pushups or how many laps

one can do in conparison to others in the class. Special characteristics

of the class do not enter into the standard evaluation of performance

using classical theory.

The illustration points out three objections that have been leveled

against the use of classical psychometric theory for many forms of measure-

ment in psychology in general and in personnel testing in particular:

1. The evaluation of measurement and of the interpretation of indi-
vidual scores depends on the unique characteristics of the sample
of people and the sanple of items studied in the construction and
standardization of the test.

2. Classical interpretations of scores provide no standard for the
interpretation of an individual score beyond its relative posi-
tion within the distribution of scores in the j. le of people
studied. If the distribution as a whole is quit? high, a low
score within that distribution is treated as a poor score,
even if in some absolute term it would be considered high.
Even the techniques for estimating true scores are based upon
sample distribution; estimation of a so-called true score is
simply a device for acknowledging the fallibility or unreli-
ability of measurement. It does not take into account the
relationship of that estimated true score to any standard of
measurcru-nt.

3. Classical measurennt theory offers no definition of the limits
of the usefulness of the test or of the degree to which the
classical statements of validity, reliability, or noris my be
generalized. No sample is ever precisely like the sample upon
which norm tables have been built, but those tables are
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consistently used for interpreting the scores of people not in
that sample. To what extent do these interpretaLions apply to
people who are different fram the original sample in certain
ways? To what extent can the standardized interpretations of
scores as norms be applied to different sets of conditions?
Such questions have no answer in classical psychomtric theory.

Three challenges to classical psychometric theory can be identified

and discussed as potential solutions to this set of problem: content-

referenced measurement, latent trait theory, and generalizability theory.

In addition, another "challenge" is based on the fact that psychometric

theory evaluates only inferences frm scores, not the effects of the uses

of such inferences. Program evaluation will be briefly mentioned in this

context.

CONTENT-REFERENCED MEASUREMENT

The term content-referenced .easurement will be used here to apply

to any measurement technique developed explicitly to interpret scores

relative to some sort of standard. The nature of the standard may vary;

it might be a relatively precise point, perhaps with very tight tolerances,

as in measuring machined work products. It might be a much more diffuse

range of measurements, as in defining a range of satisfactory "scores"

in physiological measurements associated with health. It might be an

arbitrary cutting point, above which some people are selected and others

rejected. However it is defined (and the defining of a standard identi-

fies one of the problems with the relevant literature), that definition

results in interpretations of scores relative to the internal structure

or content of the measuring instrument rather than to a distribution of

obtained measures. Wiatever it is, and there is much debate over its

precise nature, the one point to be emphasized is that content-referenced

measurement is not norm-referenced measurerent!

In keeping with the APA Standards, the term chosen here is content-

- 38 -



referenced measurement in preference to the more cmmon term, criterion-

referenced measurement. In most problems in educational measurement, the

distinction between the two terms may be trivial enough to explain why,

despite the preference in the Standards, the former has not been adopted;

moreover, the term, criterion-referenced, has been so widely accepted in

educational circles that there is a very real problen in attempting to

change it (Hambleton, Swaminathan, Algina, & (oulson, 1978). For personnel

testing, however, the distinction is exceedingly important. The term

criterion has been widely used to identify a variable external to the

test itself. It is quite possible, particularly in the develorment of

work sample tests, to construct the test so that scores on it can be

directly interpreted in relation to a standard of job performance (criter-

ion) measured externally. This may be more than simply using expectancy

tables to interpret test scores, although that could be one example. It

could also imply that a work sample constructed to abstract various

co [pnents of the job can yield scores explicitly tied to such job per-

formance measures as scrap rates or others. Suchi interpretation of scores

in relation to external criteria has never been envisioned in the educa-

tional measurement literature on so-called crite-ion-referE iced testing,

but it is important enouqh in personnel testinq to warrant special efforts

to avoid confusion.

Moreover, the emphasis on content-referenced interp ition acordinq

to the Standards refers to those interpretations "where the score is

directly interpreted in term of performance at each 2oint on the achievc-

ment continuum being measured" (APA et al., 1974, p. 19, emphasis added).

'Is'is C1ET-rl7-a Akfft-ent- idee from much of the literature on criterion-

referenced testing, which effectively treats any score in the distribution

simply as above or below a specified score or standard.

In summary, content-referenced testing seem a preferable term

because (a) it is more descriptive, (b) it avoids ambiquity, (c) it fits

the terminology of the Stamndards, and (d) it av)ids any imlication of
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dichotomy. The term is not the only one that might have been chosen.

The relevant literature includes, in addition to content-referenced and

criterion-referenced measurement, standards-referenced measurement,

universe-referenced measurement, dzmain-referenced measurement, objective-

referenced measurmnt, and mastery testing. Each of these terms has

been proposed, and has its adherents, because of a special emphasis that

is sought. This is a final advantage of the term chosen for this report,

because it seens indebted to no prior bias.

The foregoing is more than a semantic exercise. The choice of lan-

quaqe can influence substantially the directions taken in applying the

diverse literature, scme of which has been spawned less from an interest

in making a new contribution to measurement theory than in challenging

the old and established. The concept, under whatever narme is chosen,

has attracted very little attention among personnel testing specialists.

Tenopyr (1977) said that "the notion of criterion-referenced test inter-

pretation... has no application in an employment setting" (p. 51). Ebel

(1977) sees to agree. The point of their rejection of the idea may be

as much a rejection of the rhetoric leading to dichotcmous scoring as

of the idea of interpreting sores relative to a standard.

Certainly there are places in personnel testing where one should

intermet measurement against some standard other than the mean of a

distribution, even if it means a dichotomous interpretation. Certainly,

where productivity is determined by the speed of a Moving conveyor, the

individual who cannot keep up with the conveyor belt is performing at an

inadequate level, whether that person is at the bottom of a distribution

or merely a standard deviation below the mean.

Work Sanples as Content-Referenced Tests. Wbrk santles constitute

a special form of content-referenced testinq; the principal evaluation

of them is in terms of job relevnce. he previous discussion of content

domain samplinq suqqested that jkladints of iobh-rrlatedness can be
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simplified by thinking of a four-stage process of defining the most cxm

plete possible conception of the job (the job content universe), select-

ing a ckdain of interest from that universe, and then defining the related

test content universe and dcmain.

A work sample test is developed by sampling frcmn that final ckmain.

In sore cases, one might use work sample techniques to develop a test

which is not strictly a sample of work performance but from which work

performance might be inferred. It has become an accepted cliche for such

tests to refer to "the inferential leap." Figure 3 is a whimsical

attempt to show graphically (and perhaps whimsically) some limits to the

appropriateness of the term.

lests can be developed which literally sample job content adding

only enough testing operations to provide a scoring system. Probationary

assignments can be carefully chosen, and performance on them can be care-

fully evaluated. 7hese are the most complete samples that can be developed

for selection or certification purposes. Simulations represent, in vary-

ing degrees, abstractions of "real" job content; they are less precisely

samples, shorter, and more standardized. Tests called "work samples" are

usually also abstractions frrnm job content, typically more abstract than

simulations.

The meaning of abstraction, in this context, can be illustrated by

referring again to the stenographer's job. In work sample testing, one

does not try to create precisely every exact task and every exact environ-

mental condition influencing task performance. Rather, one classifies

various kinds of tasks (classification is itself a process of abstraction),

and creates examples of the different classes; these, performed under

standard conditions and scored according to rules which are not part of

the job, become the work sample test. In all three cases, the perform-

ance evaluated is a direct sample of performance on the actual job. A

small problem of inference may be introduced by the scoring or evaluation
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procedures, which can be contaminated by factors unrelated to real job

performance, but the inference can hardly be said to require a leap.

A substantial portion of the job content dcmain, and therefore of an

appropriate test content domain, consists of knowledge required to per-

form the job. In a wrk sample test consisting of tasks to be performed,

the examinee gives evidence of the prerequisite knowledge by performing

satisfactorily. In ni-ny certification programs, however, the work sarple

degenerates into a test of job knowledge alone. The verb has been chosen

judiciously, for the job does not consist of knowledge isolated from

action. (Sam jobs consist primarily of kroledqe. Where mastery of the

knowledge cxrponent is likely to be a harder or more critical feature of

the job than any actions uising it, a job kVnowEIedge test is one kind of

direct work sample.) Mhe use of the job knowledge test usually implies

the inference that having the knowledge leads to effective performance.

Figure 3 suggests that this may not be a very great leap -- mre an

inferential step --- but that it is inde(\i more an inference than a sample.

When one departs still further from actual performance of the job content,

such as inferrinq prerLxuuisite coqnitive, skills or essential attitudes,

the measuremnent of these attributes really doe, -equire an inferential

leap frcm test content to job content.

The greater the deqree of abstraction from actual . job assign-

ments, the more appropriate is the metaphor of the leap, and also the

more appropriate is a criterion-related validation strategy. Work sample

testing, if it is to be accepted on its own terms as content-referenced

testinq, should Le concerned more with sampling than with inferring.

Job Analysis. Many kinds of job analysis procedures can be used for

content-domain sa-mpling. The procedures suggested here are illustrative,

not prescriptive.

Briefly, the job analysis procedure my result in a series of formula
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statements of the form, " (Takes action) in (setting) when

(action cue) occurs, using (tools, knowledge, or skill) ."

For a truck mechanic, such a statement might read, "Flushes truck radiator

in garage when engine is said to overheat using water under pressure in

flush tank." From such statements, one can specify what a worker does,

what knowledge is necessary to do it, where information or material used

in doing it comes fram, and what happens after the task is finished.

Such information defines the tasks, the methods, the prerequisites, and

the contingencies that comprise the job content univeise.

With the job content universe defined, panels of expert judges --

people who know the job well -- can whittle it down to a test content

domain and can establish test specifications.

Assembling Test Content. In paper-and-pencil testing, one refers at

this stage to writing items. The "items" in a work sample test might be

tasks. Alternatively, tasks might be "subtests" and the "items" might be

component characteristics of the process or product evaluated. In any

event, scorable elements of the test are defined, developed, and assen-

bled by experts on the job.

The essential meaning of the scores depend on the qualifications of

the experts, the care with which they have reached the various judgments,

and their overall degree of agreement. If all has been well done, scores

(whether overall or on corponent tasks) can be interpreted directly with

reference to the content of the test and without reference to any distri-

bution of scores.

Scaling nTest Content. Interpretation of scores with reference to

test content can be facilitated and defended by establishing a formal

metric for scoring. If a series of camponents of tasks, or components of

a task content domain, can be arranced accordinq to a genuine Guttman

scale, all scores can be inter)reie- with refc'renm to points on that
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scale. This idea grows out of the illustration of "content standard

scores" offered by Ebel (1962). In an arithmetic test of many items, ten

items were selected. 'Tb this writer, merely glancing at the itens iden-

tified, they seemed to fall along a scale of difficulty. If indeed they

did fall along a scale, without ovcclapping discriminal dispersions, then

any measurement techniquce using the other items could be tied statisti-

cally to the values along that scale. The result would be a content-

referenced score with formal demonstration of transitivity.

,u. exan _[e of n-easurewnt approaching this sort of scaling is the

Learninq Assessnent Proqram described by Grant and Bray (1970). In this

program, exami oes are given a series of tasks to learn to perform,

seven in all; these were ordered so that it was necessary to have learned

how to do task 1, to do task 2, and so on. The score for evaluatinq

performance in this prcxTram was the level of the tasks learned. Thus, one

who learned five tasks in a reasona-e tiTe was considered more proficient

at the overall set of tasks than one who could oanly flster three.

The sam ! logic, it should be noted, can be applied to cognitive skill

items. If it can be shown that a subset of items do form a reproducile

scale, and if it can be further argued that these items constitute marker

variables for a particular construct, then the formal properties of tl e

scale should provide a sufficient operational definition for the evaluation

of a testing program using it.

Fvaluating Content-Re.Iferencod Tests. Do classical concepts of

reliability ind validity apply to content-referenced tests? Is it sensi-

ble to develop a test t) measure, let uLs say, proficiency at +he end of

training (all trainees havini at that tine mastered the materil of the

test and therefore exhibiting no irnividual differences in proficienc'),

and to evaluate that test in classical terms defined on the basis of test

score variance? Does it n-ke sense to use norm-referenced concepts to

evaluate con ten t- r oeren]ed tests?
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Much oxntroversial literature has been devoted to such questions.

The controversy probably stems from the non sequitur imbedded in the second

question. It is indeed a non sequitur to equate measurement objectives

with instructional objectives. A desire to have all trainees perform at

an equally high level at the end of training is an objective demonstrably

different from a desire to measure performance at that level. An analogy

would be a Procrustean desire to stretch all little boys during their

period of growth so that they can all be basketball players exactly seven

flet tall. Success in the venture would lead to measures of heiqht that

have no variance; it does not follow that the yardstick used should be

incapable of identifying other heiqhts! Neither does it follow from recog-

nizing this absurdity that variance-based statistics for determining

reliability and validity are the appropriate evaluations.

in psychological neasurempant qenerally, validity has been an over-

rated approach to evaluation; in work sa'ple testing, validity concepts

are far less important evaluations than are evaluations of job relevance.

Content-refereced work samples developed according to the principles

outlined above ar(, assuredly job-related solely becatse of the nethod of

their construction. Such a test, if scored with reference to a forral

Guttnin scale, could be evaluated particularly hichlvy because; of the

maningfulness of the etric. It is unforttu-ate d at preoccupation with

the concept of validity in classical ne'asumuiunt thory, should make test

users so willirq to i(rnore the quality of n'usurenmnt ;Xr so in their

evaluations ()f the (U A of a test.

To assert that validity is ui over-rated concept doos not deny its

real inportance. In any sort of niasur(-:ent whre inferences are to be

drawn beyond the descriptive character of the nm-. .rinci uistrirent, the

form of validity,qenerally called construct validity, is essential;

nothing in content-referenced neasuremint rel ieves it- of tOl obligation

to be concerned o(vr _onstruct validity. (bntent doimiin sanq)linq offers

the first, -nd perhaos the onlv nssarv, vailidity of inferences of
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ability to do) the job a,; samrpled. if, hovxver, the intended interpreta-

tion of the score scorns to inclixie, s irthinq rrvre than the test Content

(aI tretquent cast,), soch as lmustery or c-ipetencc, then the score UTq)iies

expectat ions the sotundness of which must be demo4nstrated by the usual

lines of evidemce of const ruct val iditv (Linn', 1977)

That evidence nv require eox 'riiivnt-il data shcKAinq that variance.

Wit Lh M4) qrc j Udqed IS LcR4Xrqtent (or flustors) is low relat i've to the-- varianicc

betiquen thiose (iroups and o't her,, pidcred as less conT*-tent (or nonnasters).

Tradlitionlal valid itv, coeXffic-ienTtS flv be seful , where obtained variances

pemTit them, als resii Its of inquiries into di fferent aspects of the con-

struct validity of dhe scores. Also, scores (or observations) on content-

referenced test~s must Ive reliably deter-irn nd, al thoullh the nature of

reliability nimy b.e conventional ostinutes of systomtitc vzariance, studies

of tie jener-al izability ofC scores , v tht o ii.-iste-nci Os of classifications.

IATEI' TRAIT 11MW)RY

Under various; rvis (latent structure ai-klys ii;, iterm charactiristic

curve theory, Ttasch nixh1), l aten~t tra it theories constitute another

approach to the conist-ruct ion of formal fivasurinci i nstrurwits. TIhe distin-

quishinq inprotaneu( of thie iivt1vud is thait it defines item difficulties andi

other charactr'rist ics nure or less indiependently of chLaateristics of the

pat i uiarsamples ti on wh ich thle data dir tribut ions are drawn.

Oriina-lly develejx-d for the assessniw-nt of attitudles (tazarsfeld,

1950O), latent trait theory I-as -,ubse-que-ntly been used Tminly in the

TTXm-Surc-Mwnt of Cnqnitive' abilities (Irrd & r bvick, 1968; Haritieton & Cook,

1977 ) I t can he used for at le~ast scrr formsq of w~ork saqi)1v testinq.

Application-s to tests of know~fxdqe ha-ve bee-n shcwn by Rejar, Weiss, &

iali uca (1977) , andl an application to personal i ty me~asuremewnt by Pejar

(1977) secxs directly aplcbeto nx-asures of the quality of worksail

producVKt! an)d OtleI- prac](t ical ~rhesof IVr-SAonne test i nql.
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The Theoretical Fbunations. Although the mathematical foundations

of latent trait theory are beyond both the scope of this report and the

abilities of the writer, a brief account of the nature of the theory is

USefUl for discussions of its applicability.

An item characteristic curve can be identified in which the probabil-

ity of a correct resxnse to the item is seen as a function of the

examine's ability level. Various models exist for defining the function,

one of which describes the item characteristic curve as a normal oqive.

Figure 4 shows hypothetical item characteristic curves for three items.

Itan 1 has a fairly typical difficulty level; many people get it wrong,

but many get it right. Item 2 is a very difficult item; only people of

very high ability are likely to get it right, although people of low

ability seem to get it right by quessing more often than on the other item.

[tcri 3 is a highly discrirr'inating item; mst people with above average

ability will get it right, aud those with ability below average are

unl.ikely to give a correct response.

'ihree Paranmters can be esti:r tWd for definil each of these curves.

Paramter a is a discrimination index, proportiona]l to the slope of the

curve at the inflection point. Paraxmter b is a difficulty indxex,

defin(xi as the ability level on the base line corresonding to the point

of inflection (the point correstxoriinq to a .50 probabilitv of correct

response if the third paraneter is zero). Parameter c is the probability

of a correct response at infinitely low ability levels, otten called the

guessing -antetr. Parairnters estinvited in a given analysis includie

the ability levels, identified as theta (0) in Figure 4, of the people

tested as well as the item parameters.

The theta scale mcy b*, defirvn arbitrarily in any given analysis;

the nturrical valies of the difficulty paraneters are therefore arbitrar-

ily expressoM for a kiiven san )1e. lwever, parameters estimated from

sanr)les with di fterent charactristics correlate very highly, even if one
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sample consists of the low-scoring half of a distribution and the other

sample consists of the high-scoring half (Rixner, 1976). Available

equating procedures permit merging the latent ability scales for the pop-

ulation as a whole and expressing item characteristics in terms of that

common scale. The resulting item characteristic curves are essentially

congruent regardless of the sample from which they were developed.

Failure to obtain such congruence indicates either a poor fit of the

model or the possibility of item bias (Ironson, 1977).

The description presented here with Figure 1 (three parameters defin-

ing a normal ogive) refers to one of many models for latent trait analysis.

'.here are logistic curves as ell as normal ogives, and there are models

that estimate only one or tbo of the parameters. * 9te "two-parameter"

models estimate discrimination values and difficulties; the "one-

paramter" models estimate only difficulty levels. Multidimensional as

well as unidimensional models have been proposed, and models are avail-

able for dichotcous, polychotcrmous, graded, or continuous responses

(Samejima, 1969, 1972, 1973).

In classical psychommtric theory, the standard error of measurement

is generally treated as equal across the range of a distribution of

scores. Its counterpart in latent trait analysis, the standard error of

the estimate of ability, varies with the ability level. It is possible

to construct item information curves showing the precision of the estima-

tion of ability from responses on a single item at different ability

levels. Tests measuring the sane latent ability on the oomon scale can

be assembled with different combinations of item, each with different

item characteristic curves and item information curves. Cobining item

information curves across itens yields a test information curve, the high-

est point of which is the level of ability at which the information (that

is, the precision of estimating ability) provided by that set of items

is greatest. Item characteristic curves may likewise be combined to

yield a test characteristic curve in which the probabilityv of an obtained
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score is a function of the underlying ability level.

Uses of latent Trait Analysis. If, for a given item, the item

characteristic curves for two distinguishable groups of people are not

essentially congruent, then that item cannot be said to be measuring the
same latent ability in those two groups. Therefore, latent trait theory

can be used to identify sources of item bias across race or sex groups.

This has implications for judgments about the adverse impact of
tests used as decision tools. If there are substantial differences in

obtained score distributions, the proportions of the groups selected (or
classified into a desirable category) will differ. Current governmental

regulations governing the use of employment procedures call for investi-
gations to determine which of alternative selection tools will have lesser

adverse effect, that is, which tests will have smaller mean differences

in test performance.

If there are true subgroup differences, psychcmetric properties of
the tests may affect tho size of the adverse effect. Highly unreliable

tests will have little adverse effect, for exanple. The problem can be

highlighted by looking at test characteristic curves. The tre differ-

ences in ability (as shown by the mean estimtes of latent ability) are

not influenced by the choice of test, but observed differences are. A

test with a smaller slope on that curve will show less adverse effect

than will a test with a characteristic curve that is steeper. In other

words, even though the true differences are not changed by changing the

test, the observed differences may be markedly greater for one test than

for another -- and both can err in opposite directions. One of the

tests may falsely exaggerate the true differences, while the other may
falsely minimize them.

'rking from item and test information curves, one can assemble

small sets of items yielding the most precise possible ability estimates
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at different ranges of ability levels (Lord, 1968; Weiss, 1974). If

care has been taken to assure a full-range scale of ability in the

development of an item bank, with known item characteristic curves, then

any individual can be tested and located along that scale even using a

unique set of items. Once the individual is located on that scale, the

interpretation of his score is content referenced. For personnel testing,

tests can be tailored not only for individuals but also for individual

jobs requiring different levels of a particular ability, and standards

for each job can be defined in term of the ability levels appropriate.

Evaluation. Tests constructed using latent trait analysis can be

evaluated with conventional concerns for job relatedness, reliability, and

validity, but they may be better evaluated in other ways.

Job relatedness of work sanples constructed by latent trait studies

is no different from job relatedness of other work sanple. In either

case, it depends on the quality of the judgments made in defining the job

content universe and in moving logically from that definition to a set of

test specifications. Latent trait theory may, however, make it possible

to develop abbreviated work sanples that will be equally job related by

identifying conponents that will maximize information at different levels

of proficiency.

In latent trait theory, classical reliability is replaced by the

idea of the information curve. Reliability coefficients can be manipulated

by manipulating samples (Samejima, 1977); they are not sanple-free. The

standard error of measurement is a general statistic applying to all

examinees in a distribution (or, if specially omputed, in a specified

broad range of the distribution). The standard error of estimate, however,

is a value describing the precision of measurement at a particular point

on the ability scale and is therefore far more informative. The test

information curve gives eval]itivr information similar to that provided

by reliability coefficients, but it does it better.

- 52 -



Construct validity is less important in latent trait studies than the

fit of data to a nodel. If the data obtained from the item will indeed

fit a latent trait model, they are certainly measuring srething and

doing so with internal consistency. Item construction proceeds, of course,

in the context of a particular construct, so it is not difficult to

define the underlying trait dimension. Construct validity, if of interest,

is further assured if biased items (or item with other evidence of poor

fit) are eliminated from the test or item pool as potential sources of

contamination.

- In ge=Al, however, validity staterents are superfluous. The

amount of research that goes into the development of such tests is indeed

substantial. Wen that research has _ n omleted, and measurement is

expressed in terms of the underlying scale, t.&at measurement is a suffi-

ciently satisfactory operational definition of the construct being measured;

no additional recourse to concepts of validity is necessary or informative.

GENERALIZABILITY ThfORY

Geeralizability theory (Cronbach, et al., 1972) does not challenqe

the norm-referenced basis of classical psychometric theory; it is, in

fact, an extension of classical theory. The chiallenge it poses is the

challenge to the undifferentiated distribution of error irplicit in the

classical formulation of true scores and error scores carprising an

obtained score. Moreover, estimtion of error in psychcretric theory is

built on the requirenent of parallel tests, a condition not regularly

satisfied in psychological measurerent.

Any observed score is based on neasurerent obtained urder a specified

set of conditions. That set of conditions is but a sample of all of the

possible sets that might have existed. Recognizing this, Cronbach and

his associates ask investigators to define the universe of conditions,

or the universe of possible observations, under which a person might be
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tested. one generalizes in any actual use of tests from the sample to a

universe of applicable conditions; generalizability studies make it possi-

ble to define the limits of possible generalizability for any test, a

result particularly valuable in work sample testing.

An illustration of this implication may be helpful. Suppose that a

work sample test is devised for measuring a specified skill at the end of

training. Suppose, moreover, that the test is administered under traditional

ideas of good test administration: good lighting, giving instructions

carefully and consistently, special efforts to ascertain the reliability

of observation, and a general effort to provide conditions optimally

suited for maximizing performance of the examinee or reliability of the

observations.

I"w, no one is really interested specifically in how well the indivi-

dLal perform at the end of training except possibly the trainers. From

an organizational point of view, the measurement of skill at the end of

training is intended to generalize to conditions less optimal but more

realistic, that is, to field rather than institutional settings. Obvious-

ly, there can be many different kinds of field conditions. Conditions

can vary according to light sources, according to geographical climate,

or according to variations in degrees of situational hostility.

A qeneralizability study, or a multiple facet analysis as it is also

known, can be designed to determine the degree to which scores obtained

in a sample measured under optimal conditions can be generalized to the

different, non-optimal conditions of the study. Three possible kinds of

findings can emerge: one may find that the inferences generalize quite

well across conditions, one may find that they rieneralize not at all, or

one ay find that they will generalize to a limited subset of conditions,

that is, that generalization across facets is rossible only by the

deletion of certain conditions.
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One other point, too important for the possible implications of

generalizability theory for work sample testing to be omitted from this

brief discussion, is that the method permits one to estimate universe

scores or expected obtained scores under specifiable combinations of

facets. That is, even if there are substantial differences in perform-

ance under different sets of conditions, one may be able to generalize

beyond the initial condition by making estimates of the obtained scores

that would be expected under specified kinds of field conditions.

Program Evaluation. Alternatives to conventional validation proce-

dures include evaluations of total programs using personnel tests. The

use of assessment centers, in particular, has led to a situation in which

the predictor is no longer a single test or small battery but the outcome

of a complex assessment procedure expressed as the judgment of observers.

A less formal version of the same kind of thing occurs in an enploy-

ment office where, instead of using a test and expectancy chart or cutting

score, a series of assessment devices will be selected depending on the

questions a decision-maker wishes to answer about a particular candidate

for a particular job. Different batteries of tests may be used, differ-

ent weights may be given to the same tests, and different questions may

be asked. The procedure is frequently called clinical judgment or

clinical prediction.

The total testing progran includinq judgments or decisions, can be

evaluated in such circumstances if a quasi-experimental design can be

used to compare the effectiveness of the performance, or work force

stability, or other outcome in organization using the program to that in

a different organization, reasonable well matched with the first, in

which the program is not in use.

In a sense, this is criterion-related validation of the final judg-

ment. It is, however, more in line with modern concerns for program
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evaluation, and it is mentioned here as a potential stimulus to exploring

the literature on program evaluation for its possible inplications in the

evaluation of personnel testing program.

SLkRY

Personnel testing prograns have traditionally been evaluated in

terms of the classical psychometric concepts of validity, particularly of

criterion-related validity. The habit is well entrenched. Both the

Standards (APA, et al., 1974) and the Principles for the Validation and

Use of Personnel Selection Procedures (Division of Irdustrial-Organizational

Psychology, 1975) give institutional support and encouraqement to the

habit. It is not a bad habit, like smoking, hazardous to the user's

health and therefore to be broken; rather it is like eatlnmc, a habit to

be tempered with moderation. Classical notions of validity have beni

valuable, but there are evaluative concepts that are rrure useful foe

some uses.

One of the difficulties with classical notions of validity is that

there are too many of them and, in personnel testing, they hav bk

forced to fit into too many Procrustean beds. The basic IKit ion of
validity as an evaluation of measurement has been stretched into sontithinq

called content validity and squeezed into scmethinq else called cri terion-

related validity, neither of which refers to the quality or nuaninqfulness

of measurxment per se. Only investigations of construct validity p)ick,

useful insights into the meaning of measurement; what is called content

validity is really better understood as content-oriented test developeint,

and criterion-related validity is in reality the outcome of a test of a

hypothesis.

In personnel testing, criterion-related validity holds a place of

high honor. It is an established, useful approach for dernstratinq

the relationship of performance on the test to performince on the job --
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a phrase which, when abbreviated, becomes job reltedness.

Job relatedness, or job relevance, is the most important single

consideration in the evaluation of most personnel testing procedures,

whether the testing ic- used to predict future performance, certify

conmpetency, evaluate performance, or validate some other variable. C-iter-

ion-related validity is a good source of evidence for judqing the job

relatedness of a test, but it is not the only one.

Li]ul l inportant evidence of job relatedness is showing that the

tst is an acceptable operational definition of inportant aspects of job

performance. Such a showing is based primarily on a thorough, rational

process of cvtting information about a job and using expert opinion in

defining domains, test specifications, and the relevance of individual

items within the test. Surely, such information is at least on par with

evidence of criterion-related validity serendipitously found using a

test developed for a wide variety of general uses.

Another vitally important consideration in ,he evaluation of a test

is the meaningfulness of scores obtained throuqh its use. Meaningfulness

can be established in part through the methods of establishing construct

validity or from the methods of test construction. A very specific kind

of meaning is derived through criterion-related studies. A quite differ-

ent but perhaps equally valuable source of weaning is the concept of a

latent trait.

In short, a score on a personnel test becomes rreaningful in a

variety of ways. It is meaningful if it can be interpreted in terms of

a predicted level of future performance or of a probability of attaining

samc stated level of performance. It is meaningful if it can be inter-

preted as a proficiency measure on a sample of the actual job. It is

maningful if it can be interpreted directly in term of a standard

performance or in terms of a scale reflecting the variable being measured
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without reference to an idiosyncratic distribution obtained from an

available sample of people - or, for that matter, of item. Its

rraningfulness is enhanced to whatever degree it can be expressed as a

score on a meaningful scale which retains that meaningfulness over a wide

variety of circumstances. A content-referenced interpretation is at

least as meaningful as a criterion-referenced interpretation (using the

term here in its unusual sense of a score interpreted in terns of an

external criterion variable). Thus methods of scalirn or calibrating

tests (such as latent trait analysis) need to be given a priority at

least as high as that given to criterion-related validation in evalu,ltinc

iae naningfu.lness of scores.

Classical test theory also evaluates tests in ters of reliability,

raaning the freedom within a distribution of test scores from variance

duo to random error. Classical notions of reliability do not take

s':'sterkatic error into account. The application of the reliability concept

to the evaluation of a single score is throuqh the standard error of

reasurenrnt, a value q-enerally taken to be the same throughout the entire

distribution of scores.

These are a1so useful evaluations, but they, too, can be improved

u on throuch the use of newer ideas. Latent trait theory, for example,

replaces the reliability theme with the idea of the information curve,

using t]. stanlard error of estimated abilities as an index of precision

at spocific abhility levels. Generalizability theory offers a much more

aon)ruhensi,.T, a! usefuil .Actountina of various sources of error and

their mag;nitties, ark it permits statoitv,nts of both the limits of

qeneral'iz7iblity and tht: #stiinitps of scores in different sets of conditions.

Modern measurerrent theor', although it has offer(d challenges to

classical psychcmtric theory, har n)t reduced the usefulness of classi-

cal e:valuations, especially in situations such as the use of tests or

ratings in the ir.,'surenynt of such variablfs i.s it! tudle or prsonality
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characteristics. For many other variables and for other methods of

measurmnt, however, personnel testing needs to explore and exploit

the possibilities of the nLwer theories. These possibilities are parti-

cularly relevant to work sample testing because it is most appropriately

evaluated in terms of job relevance and its amenability to content-

referenced interpretations of scores.

- 59 -



Nrrerican Psychological Association, American Educational Research
Association, arnd National Couni-cil on Measurement in Education.
Standards for educat-ional and~ psychological tests. Washington,
D.C.: Amrerican Psychological Association, 1974.

Bejar, I. I. Aui application of the continuous response level model1
to personality neasureirent. Applied Psycholoqica-lMasureiTent,
1977, 1, 509-521.

Bojar, 1. 1. , Weiss, D. J., & Giallu ca, K. A. An i-nfornat-ion compari-
son of convocational and adaptive tests in theneasurerunt of
classroom achievement. (Resch. Rep. 77-7). minneapolis: Un'iver-

stofMinnesota, PsychonT~tric NMthoxIs Proqram,197

Cronbach, L. J. Test -validation. In R. L. Thor-ndike (Fd.) , Educa-
tional rReasurenont (2nd ed.) Washinqto~n, D).C. : ANTPrican Cou~ncil
on Edlucation, 1971.ti

Cronbach, L. J., Gleser, G. C., Nanrda, H., & Rajaratnaii, IN. The
dependabilityof behavioral rreasure-vnt. New York: Wiley, 1972.

Crnribach, 1.. J., & Mctehl, P. E2. Construc-t validity in psvccooqical
tests. Psvcholj cal Bulletin, 1955, 52, 2RI-302.

Di vision of Tr-iustrial-O.rai zat ior- syiaIY~' Principles for
the v1.7iidation and use of personnel so cct ion tproce-dure-s. llavton:

EIel . L. CObtainino ami re~xrtinq evidence on ('0 ,-tcnt validity.
iEducationa I ands~oia~4aucrt 1950, 16, 269-282 .

R12. . L,. MuL-M ill tesf-s bF- valid? Anrican Ps 'choloclist, 1961,

Ebel, R. L. Content stonid-roi test scores . F'du. tional and Psycholog-
ical 1r4-a!urerrri.t, 1 9(2, .22, 15-1".

12>el, R. L. Commeunts on sycprohiens rof or mtto'tino.
Persoine1 PsvcholoT.;, 19 ', 30, 7)-6 3.

Grant, 1). 1- , & ray, 1). W. Val idation of eni~vlovrt~ tests for tele-
ph~one corrpanv i-nst,-jE at ll(i nar op r\C ' ] Journal of

I i y Pscho1?Y11)- 4C -14



Guion, R. M. Recruiting, selection, and job placerent. In M. D.
Dunnette (Ed.), Handbook of industrial and orqanizational
Ps _lc . Chicago: Rand McNally, 1976.

Guion, R. M. Content validity - the source of ny discontent.
Applied Psycho ikcal Measurenent, 1977, 1, 1-10.

Guion, R. M. Scoring of content domain samrples: The problem of
fairness. Journal of Applied Psychology, in press.

Gulliksen, H. Intrinsic validity. American Psychologist, 1950, 5,
511-517.

flanbleton, R. K., & C ok, L. L. latent trait models and their use in
the analysis of educational test data. Journal of Educational
Measuremumt, 1977, 14, 75-96.

Harmbleton, R. K., S amin athan, 11., Algrina, J., & Coulson, D. B.
Criterion-referenced testinq; and measuremrent: A review of
technical issues bnd de.ulorents-. Review of Educational
Research, 1978, 48, 1-47.

Hull, C. L. Apti-tnde testing. Yonkers, N.Y.: Work Book, 1928.

Ironson, G. Hl. A rxirativ study of several nethods of assessinc,
item bias. Tkpubi ished doctoral dissertation, University of
Wisconsin-Widison, 1977.

Lazarsfeld, P. F. 'hIle logical and nuthematical foundation of latent
structure "analysls. In S. A. Stouffer et al. Measureent and
orediction. Ne York: Wiley, 1950.

Linn, R. L. Issues of validity in neasurement for coir.; tency-based
programs. Paper presented at the rnetinq of the National
Council of Measurerent in Education, N York, April, 1977.

Lord, F. M. c)r test theory for tailor testinj (ETS RB-68-38).
Princeton, N.J. : Educational Testing Service, 1968.

Lord, F. M., & Novick, M. P. Statistical theories of mental test
scores. Reading, Mass.: K - W-ley, 1968.

Messick, S. The standard problem: NI-aninq and values in measurerunt
and evaluation. American Psycholoqist, 1975, 30, 955-966.

Ruidner, I,. M. Ttei and format bias and appropriateness. Washington,
D.C.: Model Secondary School for the [xaf, 1976.

- 61-



Samejima, F. Estimation of latent ability using a response pattern
of graded scores. PsychNmetrika Monograph No. 17, 1969.

Sam jima, F. A general model for free-response data. Psychometrika
Monograph No. 18, 1972.

Samejina, F. Hcnogeneous case of the continuous response ndel.
Psychometrika, 1973, 38, 203-219.

Samejima, F. A use of the information function in tailored testing.
Applied Psychological Measurement, 1977, 1, 233-247.

Schmidt, F. L., Hunter, J. E., & Urry, V. W. Statistical power in
criterion-related validation studies. Journal of Applied
Pychology, 1976, 61, 473-485.

Stanley, J. C. Reliability. In R. L. Thorndike (Ed.), Educational
masurenent (2nd ed.), Washington, P C.: American Council on
Education, 1971.

'Acnopyr, M. L. Content-construct confusion. Personnel Psychology,
1977, 30, 47-54.

Weiss, D. J. Strategies of adaptive ability measuremnt (Resch.
Rep. 74-5). Minneapolis: University of Minnesota, Psychoretric
Methods Program, 1974.

Wright, B. D. Sanple-free test calibration and person reasurenent.
Proceedings of the 1967 Invitational Conference on testing problem.
Princeton, N.J.: Fucational Testing Service, 1968.

- 62-


